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SUMMARY In this work it is shown for the first time how
to calculate in advance by momentum-based noise simulation for
stationary Monte Carlo (MC) device simulations the CPU time,
which is necessary to achieve a predefined error level. In addition,
analytical expressions for the simulation-time factor of terminal
current estimation are given. Without further improvements of
the MC algorithm MC simulations of small terminal currents are
found to be often prohibitively CPU intensive.
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1. Introduction

Due to minimization transport in microelectronic de-
vices is governed more and more by nonequilibrium ef-
fects which can be simulated by the Monte Carlo (MC)
method [1], [2]. In addition to the discretization er-
ror, the MC results contain a stochastic error which is
inversely proportional to the square root of the CPU
time [3]–[5]. Although the stochastic error can be con-
trolled automatically, the resultant CPU time is not
known beforehand leaving the planning of MC simula-
tions to trial and error, which makes the application
of the rather CPU-intensive MC method in a TCAD
framework difficult. Furthermore, in some cases it is
hard to estimate the stochastic error at all because of
strong temporal correlations [5]. In this case the pre-
sented method might be the only way to calculate the
stochastic error together with the necessary CPU time.

In this work it is demonstrated for the first time
how to estimate the necessary CPU time for station-
ary MC calculations by momentum-based noise simu-
lations. In addition, analytical approximations are dis-
cussed for terminal current estimation and the CPU
time is investigated for different devices including an
NMOSFET and a SiGe HBT. The proposed methods
are validated by comparison with MC results.

2. Theory

An average X calculated by stationary MC simulation
for estimating the expected value 〈X〉 of a stochastic
variable X contains a certain stochastic error which can
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be characterized by the standard deviation σX . Due to
the averaging the probability density of the average can
be approximated in many cases by a Gaussian distri-
bution [6], and for a confidence interval of the width
4σ the confidence level is 95.45% [4]. The relative error
is defined as the relative half width of the confidence
interval

r =
2σX

〈X〉 . (1)

For an average calculated by integration over time for
an ergodic system (Tsim: simulated time)

X =
1

Tsim

Tsim∫
0

X(t)dt (2)

the variance σ2 is given by

σ2
X

=
2

πTsim

∞∫
0

SXX

(
ν

Tsim

)
1 − cos(ν)

ν2
dν (3)

≈ SXX(0)
Tsim

, (4)

where SXX(ω) is the spectral intensity, which is the
Fourier transform of the autocorrelation function of the
fluctuation X − 〈X〉 and depends on the angular fre-
quency ω [5]. The approximation (4) holds for suffi-
ciently large Tsim and as a consequence the variance is
proportional to the spectral intensity at zero frequency.

In the following only MC algorithms will be inves-
tigated which are based on uniformly weighted parti-
cles (no statistical enhancement) and where the non-
linear impact of many-particle effects can be neglected.
In this case the stochastic properties of the MC algo-
rithm are described by the Langevin-Boltzmann equa-
tion (LBE) [5], [7]. Based on the LBE the spec-
tral intensities in (4) can be calculated. A disadvan-
tage of this approach is that it is rather time con-
suming. Therefore, Langevin-type momentum-based
models, the drift-diffusion (LDDM) and hydrodynamic
model (LHDM) are used here, which are CPU-time ef-
ficient approximations of the LBE. Consistency with
the LBE is ensured by calculating all transport and
noise parameters of the momentum-based models by
bulk MC simulations [8], [9]. Of course, these models
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can only be used in those cases where stochastic vari-
ables are investigated which are covered by these mod-
els. These are quantities like the terminal currents or
internal distributions like the particle density or veloc-
ity.

Since the momentum-based models were developed
for the simulation of real electronic noise, the resultant
spectral intensities have to be scaled in order to account
for the difference in the charge of a simulation particle
and a real electron [5], [10]

SXX(ω) =
Qtot

2qNpar
WXX(ω), (5)

where the total particle charge Qtot is the sum of the
absolute values of the uniform particle charges (elec-
trons and holes), Npar the total particle number, q the
physical electron charge, and the factor 2 is due to the
different definitions of the power spectrum WXX used
in the calculation of electronic noise and the spectral
intensity. The variance of an average X is now given
by

σ2
X

=
Qtot

2qNpar

WXX(0)
Tsim

(6)

for sufficiently large Tsim.
In the case that the CPU time for solving the Pois-

son equation is negligible compared to the CPU time
of the MC simulation of the particles, the total CPU
time TCPU is proportional to the particle number Npar

and the time Tsim each particle is simulated

TCPU = αNparTsim, (7)

where α is the cost factor, which depends on the de-
vice structure, bias point, and CPU speed and can be
determined by running an MC simulation for a short
period of time. Solving (1) with (6) and (7) for a given
relative error yields the required CPU time

TCPU =
2α

r2
Qtot

q

WXX(0)
〈X〉2 , (8)

which depends on the relative error and the investigated
quantity X.

The intrinsic simulation-time factor

PX =
r2

α
TCPU = 2

Qtot

q

WXX(0)
〈X〉2 , (9)

which is fully determinable by the momentum-based
models, is discussed below.

With the simulation-time factor guidelines can be
developed how to reduce the CPU time of an MC sim-
ulation beyond reducing the cost factor α by improving
the program code or using faster computers. One op-
tion is the reduction of the total particle charge Qtot,
which should be reduced as much as possible by limit-
ing the maximum doping in the nonactive regions of the
device and the size of the highly doped contacts [11].

Whether these modifications of the device structure
have a negative impact on the simulation results can
be checked by momentum-based simulations with and
without the modifications. The other option is the re-
duction of the power spectrum WXX(0). For example,
in [12] an unbiased estimator for the substrate current
of MOSFETs is given which reduces the spectral inten-
sity compared to the physical estimator. Furthermore,
the efficiency of different simulation approaches (e.g.
self-consistent (SC) [13] or nonself-consistent (NSC)
[14], [15] device simulations) can be investigated as long
as the power spectrum WXX can be evaluated with the
momentum-based model.

3. Results

In Fig. 1 the simulation-time factor of the electron den-
sity is shown for an N+NN+ structure at equilibrium
and good agreement of the momentum-based simulator
with the MC model is obtained for the SC results. Sim-
ilar good agreement between the MC and momentum-
based model is found for the simulation-time factor of
the terminal current (Figs. 2 and 3) validating our new
approach, where instead of the LDDM the LHDM was
used, because it yields better results under nonequi-
librium conditions. In addition, in Figs. 1 and 2 the
simulation-time factor of NSC simulations is shown,
where the electric field is kept constant during the MC
simulation (frozen field). In the momentum-based sim-
ulators this corresponds to neglecting the derivatives
with respect to the electrostatic potential in the small-
signal analysis. The NSC simulation-time factors are
found to be much larger than the SC ones. Thus,
any reduction obtained in the cost factor α by the
NSC approach might be canceled by the increase in
the simulation-time factor and it is not clear whether

Fig. 1 Simulation-time factors of the electron density for an
N+NN+ structure biased at zero volts as obtained by self-
consistent MC and DD simulations and nonself-consistent DD
results.
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Fig. 2 Simulation-time factors of the terminal current for an
N+NN+ structure as obtained by self-consistent MC and HD
simulations and nonself-consistent HD results.

Fig. 3 Simulation time factors for the drain current of an 80 nm
NMOSFET biased at VG = 1.5V as obtained by MC and HD
simulations.

the NSC approach is more efficient than the SC or not.
At least in the case of the N+NN+ structure the NSC
approach is the less efficient one.

Since the NSC approach is problematic in the case
of deep sub-micron devices [16], [17], in [16] an iter-
ation scheme of the NSC-MC method and a Poisson
solver has been presented, which after a certain num-
ber of Gummel-loop-like iterations converges to the
SC solution. This procedure increases the cost factor
by the number of iterations necessary to achieve self-
consistency compared to the NSC approach. In addi-
tion, the intrinsic simulation time factor is increased,
because the NSC-MC simulations yield a much larger
density noise than the SC simulations (Fig. 1). Since
the NSC-MC density is the basis for the solution of
the Poisson equation, its increased noise leads to a
larger stochastic error of the electric field, which is fed

Fig. 4 Simulation time factors for collector (C) and base (B)
currents of a 30 nm base width SiGe HBT biased at VCE = 2.0V
and the shot noise limit for the collector current (C-SN).

back into the NSC-MC simulation†. Thus, the itera-
tion scheme increases the noise of the NSC simulations
further compared to the SC method. It is therefore
doubtful, whether the iteration scheme is more efficient
than the direct SC approach as suggested in [16].

In Fig. 4 the simulation-time factors of the collec-
tor and base current of an npn SiGe HBT [9] are shown
for a constant collector/emitter bias, where the base
current calculation requires much more CPU time than
the collector current due to a difference in the magni-
tude of the currents. In the limit of small currents the
collector current noise is shot-like

WICIC
(0) ≈ 2qIC (10)

and the simulation-time factor is inversely proportional
to the current

PIC
≈ 4Qtot

IC
. (11)

Thus, the simulation of a ten times smaller current re-
quires ten times more CPU time.

The deviation from the shot-noise formula of the
collector-current simulation-time factor for large collec-
tor currents (Fig. 4) is due to hole scattering [9]. This
increase in CPU time by the hole scattering can be
avoided by solving a nonlinear Poisson equation to-
gether with a constant quasi-Fermi potential for the
holes instead of an MC simulation of the holes [18], [19].
In this case (11) also holds for large collector currents
up to high injection and the simulation-time factor is
considerably reduced.

†Since the electric field is kept constant during the NSC-
MC simulation step of the iteration, its stochastic error is
also constant. It leads therefore to a fluctuation of the ex-
pected values of the NSC-MC simulation, and this fluctu-
ation can only be detected by investigating the results of
the different iteration steps and not by investigating the
stochastic error of an individual NSC-MC simulation.
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Fig. 5 Simulation time factors (P) and currents (I) for collector
(C) and base (B) of a 30 nm base width SiGe HBT biased at
VBE = 0.85V.

Fig. 6 Simulation time factors for the drain current of an 80 nm
NMOSFET biased at VD = 0.1V and 1.5V.

In Fig. 5 results are shown for a constant
base/emitter voltage. With increasing collec-
tor/emitter bias impact ionization becomes important
and at very high voltages the collector simulation-time
factor exceeds the one for the base, although the base
current is still about ten times smaller than the collec-
tor current.

In Fig. 6 the simulation-time factor is shown for the
drain current of an NMOSFET for a constant drain bias
as a function of the gate voltage. For example, with
α = 2.5 · 1010 (1 GHz PC) and Vgate = Vdrain = 1.5 V
a relative error of r = 5% is achieved within 860 CPU
seconds. In the case of Vgate = 0.5 V and Vdrain = 1.5 V
the corresponding CPU time is 35 hours due to the
small drain current. In the sub-threshold regime the
noise is shot-like and the CPU time is inversely propor-
tional to the drain current similar to (11). For larger
gate voltages the noise becomes more like thermal noise

Fig. 7 Simulation time factors for the drain current of an 80 nm
NMOSFET biased at VG = 0.5V, 1.0V, and 1.5V.

WIDID
(0) = 4γkBTgd0, (12)

where γ is 2/3 for long channel MOSFETs in saturation
[20] and slightly larger for short channel devices, kBT is
the thermal energy, and gd0 the drain self-conductance
at zero drain/source bias. In this case the CPU time is
inversely proportional to the square of the drain current

PID
=

8γkBTgd0Qtot

qI2D
. (13)

and a ten times smaller current requires a one hundred
times larger CPU time to achieve the same relative er-
ror. The change from shot to thermal noise behavior is
clearly discernible in Fig. 7, where the simulation-time
factor is plotted versus the drain current for constant
gate voltages. The simulation-time factor is first in-
versely proportional to the square of the drain current
and then inversely proportional to the drain current.

The results in Figs. 3, 4, and 7 show that the simu-
lation of small currents requires very large CPU times.
In some cases the CPU times can be reduced by statis-
tical enhancement [21], [22], especially when the current
is due to rare events (e.g. substrate or gate currents).
On the other hand, this is not the case for the drain
current of a MOSFET in strong inversion biased at a
small drain voltage (Fig. 7), where the current is carried
by the majority of the particles. In this case popula-
tion control methods do not improve the efficiency of
the MC simulation. Furthermore, statistical enhance-
ment in general only reduces the increase of the sim-
ulation time with decreasing currents, but it does not
reverse this trend. Thus, simulations of small currents
with statistical enhancement are still very CPU inten-
sive compared to simulations of large currents. With
respect to large currents the improvement in efficiency
of the MC algorithm due to statistical enhancement is
negligible according to our experience. Since in addi-
tion the modeling of the stochastic error of MC simu-
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lations including statistical enhancement on the basis
of the LBE is very difficult, the problem of statistical
enhancement is left for future work.

4. Conclusions

In conclusion, we have presented a CPU time anal-
ysis for stationary MC simulations including analyt-
ical expressions for the asymptotical behavior of the
simulation-time factor for terminal currents. Based on
CPU-efficient momentum-based device simulation we
have shown for the first time how to estimate the CPU
time of MC simulations in advance. Without further
improvements of the MC algorithm MC simulations
of small terminal currents are found to be often pro-
hibitively CPU intensive. In the case of the NSC ap-
proach it has been shown that although the cost factor
is reduced, the CPU time is not necessarily reduced, be-
cause the NSC approach increases the simulation-time
factor for the examples investigated in this work.
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